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Abstract—We study a setting where electric vehicles (EVs) can be hired to drive from pick-up to drop-off points in a mobility-on-demand (MoD) scheme. Each point in the MoD scheme is equipped with a battery swap facility that helps cope with the EVs’ limited range, while the goal of the system is to maximise the number of customers that are serviced. Thus, we first model and solve this problem optimally using Mixed-Integer Programming (MIP) techniques and show that the solution scales up to medium sized problems. Given this, we develop a greedy approach that is shown to output solutions that are close to the optimal and can scale to thousands of consumer requests and EVs. Both algorithms are evaluated in a setting using data of actual locations of shared vehicle pick-up and drop-off stations in Washington DC, USA and the greedy algorithm is shown to be on average 90% of the optimal in terms of average task completion.

I. INTRODUCTION

In a world where over 60% of the total population will be leaving in, or around cities, the current personal transportation model is not viable as it is based almost entirely on privately owned internal combustion engine vehicles. These vehicles cause high pollution (e.g., air and sound), and suffer from low utilization rates [1]. One of the key elements of the vision of future Smart Cities is the development of Mobility-on-Demand (MoD) systems, especially ones using fleets of compact-sized Electric Vehicles (EVs) [2]. Such vehicles emit no tailpipe pollutants and, once powered by electricity (partially) produced from renewable sources, they can play an important role towards the transition to a new and sustainable transportation era.

A number of MoD schemes, such as ZipCar†, or CarShare‡ have recently been proposed, albeit most of them using normal cars. However, EVs present new challenges for MoD schemes. For example, EVs have a limited range that requires them to either charge regularly or have their battery swapped when they stop. Moreover, if such MoD schemes are to become popular, it will be important to ensure that charging/swap capacity is managed and scheduled to allow for the maximum number of consumer requests to be serviced across a large geographical area. In this context, Pavone et al. have developed mathematical programming-based rebalancing mechanisms for deciding on the relocation of vehicles to restore imbalances across a MoD network, either using robotic autonomous driving vehicles [3], or human drivers [4], while Smith et al. [5] use mathematical programming to optimally route such rebalancing drivers. Moreover, Carpenter et al. [6] propose solutions for the optimal sizing of shared vehicle pools. However, in all these works internal combustion engine vehicles are assumed and hence do not account for the limited range of EVs and how to balance the load (i.e., number of pending requests at specific nodes) across the network (i.e., by choosing which trips to execute) while serving the maximum number of users.

Against this background, we model the MoD scheme for EVs and develop novel algorithms to solve the problem of scheduling trips for MoD consumers in order to maximise the number of requests serviced while coping with the limited range of EVs. Crucially, we show how the schedule of trips in the MoD network is a highly combinatorial problem, for which an optimal solution scales only up to medium sized problems. Thus, to cope with large problems, we also develop a greedy solution. Specifically, this paper advances the state of the art as follows: 1) We propose an optimal MIP formulation of the problem of scheduling EVs in an MoD scheme that maximizes the number of completed tasks (i.e., trips). 2) We show that the optimal solution scales up to a few hundred tasks and we propose a greedy algorithm which achieves near optimal performance, has low execution time, and scales to thousands of tasks. 3) We propose a battery swap optimization algorithm, which, given an EV’s travelling schedule, minimizes the number of necessary battery swaps. 4) We empirically show, using real data of shared vehicle stations in Washington, DC that the greedy algorithm is on average 90% of the optimal in terms of number of tasks completed, while it scales to thousands of EVs and tasks.

The rest of the paper is structured as follows. Section II presents the model of a typical MoD scheme, while Section III presents the MIP formulation of the problem and Section IV the greedy algorithm. Section V describes our battery swap optimization algorithm, Section VI describes our empirical evaluation and finally, Section VII concludes.
II. Problem Definition

We study a MoD setting where customers announce their intentions to drive between pairs of locations at a particular time, a day ahead. After all intentions have been collected by the MoD company (we assume a single MoD company to exist), it applies an optimization algorithm and schedules the available EVs to drive across a set of locations. In choosing the tasks it will execute, the MoD company aims to maximize the number of customers that will be serviced. We assume that EVs have a limited driving range which requires them to have their battery swapped [7] at the stops that form part of the MoD scheme.3 Battery swap is an efficient alternative to battery recharging in cases of shared EVs, such as the one we study here, as the vehicle fleet has a certain size and uses a specific battery type (we assume all EVs are from the same model), while batteries’ ownership is not an issue as a single stakeholder exists.

In more detail, we denote a set of EVs \( A \) and a set of locations \( L \) which are pick-up and drop-off stations, where each \( l \in L \) has a maximum capacity \( c_k \in N \). We consider a set of discrete time points \( T \subset N, t \in T \), where time is global for the system and the same for all EVs. Moreover, we have a set of tasks \( \delta_i \in \Delta \) where each task is denoted by a tuple \( [k_i^{\text{start}}, k_i^{\text{end}}, \tau_i, b_i, \epsilon_i] \), \( k_i^{\text{start}} \) and \( k_i^{\text{end}} \) are the start and end locations of the task, \( t_i \) is the starting time point of the task, while \( \tau_i \) is its travel time (each task has also an end time \( t_i^{\text{end}} = t_i^{\text{start}} + \tau_i \)), and \( b_i \) is the energy cost of the task. Note here, that one-way rental is assumed, and therefore, start and end locations of a task are always different. Henceforth, index \( j \) stands for EVs, \( k \) for locations, \( t \) for time points and \( i \) for tasks.

Each EV \( a_j \) has a current location at time point \( t \), denoted as \( k_{j,t} \), and this location changes only each time \( a_j \) executes one task (i.e., no EV can change its location without executing a task). Here, that at time point \( t = 0 \) all EVs are at their initial locations \( k_{j,0}^{\text{initial}} \subset L \), and that their operation starts at time point \( t \geq 1 \). Moreover, each \( a_j \) has a current battery level \( b_{a_j} \in N \), a consumption rate \( c_{a_j} \) and therefore, a current driving range in terms of time \( \tau_{j,t} = [b_{a_j}/c_{a_j}] \in N \). Now, for a task \( \delta_i \) to be accomplished, at least one EV \( a_j \) must be at location \( k_{i}^{\text{start}} \) at time point \( t_i \). We also define binary variable \( prk_{j,k,t} \in \{0,1\} \) to capture the location where each EV \( j \) is parked at each time point, and binary variable \( \epsilon_{j,i,t} \in \{0,1\} \) denoting whether EV \( a_j \) is executing task \( \delta_i \) at time point \( t \). Note, that at any \( t \), each EV should either be parked at exactly one location, or travelling between exactly one pair of locations.

Once the model is defined, in the next section the MIP formulation of the problem is presented.

III. MIP Formulation

Once the problem is defined and formulated, here we present an optimal solution based on Mixed Integer Programming (MIP) (solved using IBM ILOG CPLEX 12.5). Specifically, the aim is to maximize the number of tasks that are completed (Equation 1). To this end, we define three binary decision variables: 1) \( \lambda_i \in \{0,1\} \) denoting whether a task \( \delta_i \) is accomplished or not, 2) \( \epsilon_{j,i,t} \in \{0,1\} \) denoting whether EV \( a_j \) is executing task \( \delta_i \) at time \( t \) or not, and 3) \( prk_{j,k,t} \in \{0,1\} \) denoting whether \( a_j \) is parked at time point \( t \) at location \( l_k \) or not. Moreover, a set of constraints is used:

**Objective function:**

\[
\max \sum_{\delta_i \in \Delta} (\lambda_i)
\]

Subject to:

- **Completion constraints:**

\[
\sum_{a_j \in A} \epsilon_{j,i,t} = \tau_i \times \lambda_i, \forall \delta_i \tag{2}
\]

\[
\sum_{a_j \in A} \epsilon_{j,i,t} = 0, \forall \delta_i \tag{3}
\]

\[
\epsilon_{j,i,t+1} = \epsilon_{j,i,t} \forall a_j, \forall t, \forall t_i^{\text{start}} \leq t < t_i^{\text{end}} - 1 \tag{4}
\]

\[
\sum_{j,t} \epsilon_{j,i,t} \leq \tau_i \forall \delta_i, \forall a_j \tag{5}
\]

- **Temporal, spatial, and routing constraints:**

\[
\sum_{l_k \in L} prk_{j,k,t} = 1 - \sum_{\delta_i \in \Delta} \epsilon_{j,i,t} \forall a_j, \forall t \tag{6}
\]

\[
2 \times \sum_{\delta_i \in \Delta} \epsilon_{j,i,t} \times t_i^{\text{start}} = \sum_{l_k \in L} \sum_{t \in T} [prk_{j,k,t+1} - prk_{j,k,t}] \forall a_j \tag{7}
\]

\[
\sum_{a_j \in A} prk_{j,k,t} = prk_{j,k,t-1} + \sum_{\Delta t \in \{t,k\}} \lambda_i - \sum_{\Delta t \in \{t,k\}} \lambda_i \forall t, \forall l_k \tag{8}
\]

\[
prk_{j,t_i^{\text{start}}, k_i^{\text{start}}} - 1 \geq \epsilon_{j,i,t_i^{\text{end}}}, \forall \delta_i, \forall a_j \tag{9}
\]

\[
prk_{j,t_i^{\text{start}}, k_i^{\text{end}}} \geq \epsilon_{j,i,t_i^{\text{end}}}, \forall \delta_i, \forall a_j \tag{10}
\]

\[
\sum_{a_j \in A} (prk_{j,k,t} - c_t) \leq c_l, \forall l_k, \forall t \tag{11}
\]

\[
prk_{j,k,t=0} = k_i^{\text{initial}}, \forall a_j, l_k \tag{12}
\]

The completion constraints ensure the proper execution of tasks. In more detail, for each executed task, the time travelled must be equal to the duration of the trip concerned (Equation 2), while, at the same time no travelling must take place when a task is not executed (Equation 3). Moreover, each task is executed by only one EV at a time (Equation 4 together with Equation 7). Now, for an EV to execute a task, its full range, calculated based on the battery level at the starting time of the task, must not be violated (Equation 5). Note, that we assume all EVs to have a fixed average consumption, and that each time an EV reaches a parking station a fully charged battery is swapped into it. Also note, that the number of battery swaps is minimized a posteriori (see Section V).

---

3In a battery swap station the battery is not recharged but instead it is replaced by an already charged one. Such stations can reduce battery reloading time, but they have a high cost [8].
The temporal, spatial and routing constraints ensure the proper management of the EVs. In more detail, Equation 6 requires that for each time point at which an EV is executing a task, this EV cannot be parked at any location and also assures (together with Equation 4) that at each time point, each EV executes at most one task. Moreover, Equation 7 ensures that no EV changes location without executing a task (the sum of all changes of EVs’ locations as denoted in $pr_{k}$ decision variable, must be double the total number of tasks that are executed)-note, that this constraint is linearized at run time by CPLEX. On top of this, for every location, the total number of EVs changes only when EVs depart or arrive to execute, or after executing tasks (Equation 8). Note, that although this constraint is covered by Equation 7, it is added to the formulation as it significantly speeds up the execution time. For example, for a setting with 8 locations, 15 EVs and 70 tasks, constraint 7 reduces the average execution time drops from 450 seconds to 220 seconds. Note, that $\Delta^{d}(t,k) = \{d_{i} \in \Delta: t_{i}^{start} = t, k_{i}^{start} = k\}$ and $\Delta^{end}(t,k) = \{d_{i} \in \Delta: t_{i}^{end} = t, k_{i}^{end} = k\}$. Now, whenever a task is to be executed, the EV that will execute this task must be at the task’s starting location one time point before the task begins (Equation 9), and similarly, whenever a task has been executed, the EV that has executed this task must be at the task’s ending location the time point the task ends (Equation 10). Moreover, at every time point, the maximum capacity of each location must not be violated (Equation 11). Finally, at time point $t = 0$, all EVs must be at their initial locations (Equation 12), which also means that no tasks are executed at $t = 0$.

The solution presented here calculates the optimal schedule for the EVs. However it comes with a high computational and time cost (see Section VI-A) and therefore, it is usable for small and medium sized problems. For this reason, an algorithm that can calculate solutions close to the optimal, but with a low time and computational complexity, is essential. Given that greedy algorithms based on heuristic search have been proved to be effective in similar highly combinatorial problems [9], in the next section, such a greedy algorithm is presented.

IV. GREEDY SCHEDULING FORMULATION

The intuition of the greedy scheduling algorithm presented in this section is the following. Given that EVs change locations only when being driven by customers, the tasks that an EV will be able to execute in the future are directly related to the ones it has already executed in the past (i.e., the end location of one task will be the start location for the next one). In the case of the MIP formulation, CPLEX finds the optimal schedule for EVs’ travelling to maximize task execution. However, in the case of the greedy algorithm exhaustive search is not an option as this would dramatically increase time and computational complexity. For this reason we apply a one-step look ahead heuristic search mechanism which, as we show later, achieves close to the optimal performance.

In more detail, for each $t$ and for each $l_{k}$, the number of the available EVs, as well as the number of the remaining tasks to be executed are taken into consideration. Given that all tasks to be executed are known in advance, if the number of available EVs is greater than, or equal to the number of tasks remaining to be executed, we can safely assume that enough EVs are available to execute all tasks (note, that more EVs may arrive later after executing tasks). In this case, each task is executed according to its starting time. In the case where the number of EVs is lower than the number of the remaining tasks, optimal selection of the tasks to be executed must be achieved. As mentioned before, a one-step look ahead technique is used. In more detail, at each time point, tasks remaining to be executed from each $l_{k}$ are sorted (within a set $O_{k}$) based on the number of the remaining tasks to be executed at their destination divided by the number of EVs at the destination plus one (i.e., the one that will go there after executing the task). Given that the aim of this algorithm is to maximize the number of completed tasks, selecting to execute tasks that lead EVs to destinations where the probability of executing more tasks is higher sounds like the best choice. Therefore, a task is executed only if it belongs to the top $cutoff\%$ of $O_{k}$ ($cutoff\%$ is provided to the scheduling algorithm by the user).

The greedy scheduling formulation that is presented here, consists 1) of a pre-processing phase and 2) of the main scheduling algorithm (Algorithm 1) which applies a task execution Algorithm.

A. Pre-processing

During the pre-processing phase, the initialization of the sets and the variables takes place. In more detail, sets $\Delta_{k} \subseteq \Delta$, $O_{k} \subseteq \Delta_{k}$ and $CT_{k,t} \subseteq \Delta_{k}$ are created and initialized to the empty set. Then, all tasks starting from location $l_{k} \in L$ are assigned to set $\Delta_{k}$, and for each location $l_{k}$ and time point $t$, $CT_{k,t}$ is populated with all tasks to be executed at $t$. Moreover, the variable $R_{t,k}^{start}$ containing the number of tasks remaining to be executed from each location and each time point $t$, is created and initialized. Finally, the variable $pr_{k,j,t,k}$ is initialized with the initial location of each EV, and another variable $ev_{s_{1,k}}$ counting the number of EVs parked at each location, is also initialized. In the next section, the steps for the assignment of an EV to a task are presented.

B. Task Execution

After each time an EV is assigned to a task the following steps are executed: a) EV $a_{j}$ is set to be working on task $\delta_{j}$, by changing the value of variable $\epsilon_{j,i,t}$ from 0 to 1 for the duration of the trip. b) The parked location of EV $a_{j}$ is updated based on the end location of the task and the arrival time. c) The total number of tasks completed is increased by one, and d) the total number of EVs parked at the start and end location of the trip are updated for the correct time points. Note, that following the same modelling of the problem as in the MIP formulation
(Equation 10), once an EV arrives at a destination, it stays there for at least one time point. This time point is used for the necessary battery swap. In the next section, the main scheduling algorithm is presented.

C. The EV-MoD Scheduling Algorithm

Coming to the greedy scheduling algorithm (Algorithm 1), for each time point $t$ and for every pick-up and drop-off location $l_k$, the following steps are executed:

1) For each $l_k$, pairs of task id and number of tasks remaining to be executed at the destination of each task, divided by the number of EVs at the destination plus one are assigned to $O_k$. Later, $O_k$ is sorted in descending order of the number of tasks remaining to be executed at the destination. We then keep the top $\text{cutoff}$% values of $O_k$ (lines 1 - 6).

2) For all $\delta_i \in \text{CT}_k$, awaiting to be executed at the current time point, the following steps are executed repetitively for each task:

3) If the number of the EVs parked at the current location is greater than or equal to the tasks remaining to be executed, then all tasks are set to be executed sequentially (lines 7-11): a) If the execution of the task, does not lead to a violation of the maximum capacity of the destination location (waiting queues are assumed not to exist), then: b) once an EV parked at the current location having enough range to complete the task is found, it is assigned to the task and the task is executed. If no such EV is found, then the task is not completed.

4) If the number of the EVs parked at the current location is less than the tasks remaining to be executed, then (lines 12-19): a) If the execution of the task, does not lead to a violation of the maximum capacity of the destination location, then: b) The current task is executed if it belongs to the $O_k$ set. c) Once an EV that is parked at the current location and has enough range to complete the task has been found, it is assigned to the task is executed. If no such EV is found, then the task is not executed.

Once the execution of algorithm 1 is finished, the travelling schedule of all EVs, as well as the total number of completed tasks is returned as an output. In the next section, the analysis of the average case time complexity of the greedy algorithm is presented.

D. Complexity Analysis

While the algorithm is greedy, some time consuming calculations such as the sorting of $O_k$ still exist and therefore, the analysis of the complexity of it is important.

Theorem 1. (Complexity class of Algorithm 1)

The complexity of Algorithm 1 is $O(|\Delta| \times \log|\Delta|)$.

Proof:

$$\text{Cost} = |T| \times |L| \times (|\Delta| + |\Delta| \times \log|\Delta| + |\Delta| + |\Delta|)$$  (13)

Given that the sorting $(|\Delta| \times \log|\Delta|)$ is the most time consuming calculation, Equation 13 becomes:

$$\text{Cost} = O(|T| \times |L| \times (|\Delta| \times \log|\Delta|))$$  (14)

In the average case where tasks are equally distributed across locations and time points, equation 14 becomes:

$$\text{Cost} = O(|\Delta| \times \log(|\Delta| |T| \times |L|))$$  (15)

which is equal to:

$$\text{Cost} = O(|\Delta| \times \log(|\Delta| |T| \times |L|))$$  (16)

Therefore, the average case complexity of Algorithm 1 is $O(|\Delta| \times \log(|\Delta| |T| \times |L|))$. This result is also verified experimentally (Section VI-A).

In the next section, the battery swap optimization algorithm is presented.

Algorithm 1 EVs Scheduling Algorithm.

<table>
<thead>
<tr>
<th>Require: $\Delta$ and A and L and T and $\forall v_i \in \Delta$, $\tau_i$, and $\forall a_j \in A$, $\tau_j^{\text{initial}}$, $\tau_j^{\text{max}}$, and $\forall v_i \in L$, $c_{ik}$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. for all $(i \in T$ and $k \in L$) do</td>
</tr>
<tr>
<td>2. for all $(\delta_i \in \text{CT}_k)$ do</td>
</tr>
<tr>
<td>3. {Add all pairs of task id and number of tasks remaining to be executed at the destination divided by the number of EVs +1 to $O_k$.}</td>
</tr>
<tr>
<td>4. $O_k \leftarrow O_k \cup {\delta_i, R_{\text{end}, k}/(c_{\text{end}, k} + 1)}$</td>
</tr>
<tr>
<td>5. end for</td>
</tr>
<tr>
<td>6. Sort $O_k$ in descending order of the number of tasks at the destination, and keep $\text{cutoff}%$ values from $O_k$.</td>
</tr>
<tr>
<td>7. if $(\text{evs}<em>{i,k}\text{start} &gt; R</em>{\text{start}, k_{\text{end}}})$ then</td>
</tr>
<tr>
<td>8. for all $(\delta_i \in \text{CT}_k)$ do</td>
</tr>
<tr>
<td>9. if $c_{\text{end}, k_{\text{end}}} &lt; c_{\text{end}, k}$, search for an $a_j$ to execute $\delta_i; pr_{k_{j, i}, k} = 1$ AND $\tau_{j, \text{start}} \geq \tau_i$</td>
</tr>
<tr>
<td>10. Once an EV is found, execute task.</td>
</tr>
<tr>
<td>11. end for</td>
</tr>
<tr>
<td>12. {If available EVs at start &lt; total task number.}</td>
</tr>
<tr>
<td>13. else</td>
</tr>
<tr>
<td>14. for all $(\delta_i \in O_k)$ do</td>
</tr>
<tr>
<td>15. if $c_{\text{end}, k_{\text{end}}} &lt; c_{\text{end}, k}$, Search for an $a_j$ to execute $\delta_i; pr_{k_{j, i}, k} = 1$ AND $\tau_{j, \text{start}} \geq \tau_i$</td>
</tr>
<tr>
<td>16. Once an EV is found, execute task.</td>
</tr>
<tr>
<td>17. end for</td>
</tr>
<tr>
<td>18. end if</td>
</tr>
<tr>
<td>19. end for</td>
</tr>
<tr>
<td>20. Return $\epsilon$, $pr_{k}$, $\text{taskSum}$</td>
</tr>
</tbody>
</table>

V. Battery Swap Optimization

Both the MIP and the greedy algorithms calculate the schedule of each EV assuming that after every stop, a fully charged battery is swapped into it. In other words the longest single trip that an EV can travel is constrained by its maximum battery capacity. However, such a battery swap is sometimes redundant. For this reason, here we present a simple heuristic algorithm (Algorithm 2) which takes as input the EV’s travelling schedule and minimizes the number of battery swaps.
In more detail, for every EV $a_j$, all tasks $\delta_i$ that are executed by $a_j$ are assigned to set $\Omega_j$, and are later sorted in ascending order of their start execution time (lines 1,2). Once all tasks have been assigned to sets, for every $\delta_i \in \Omega_j$, the execution time of $i$ is added to variable $\sum$ until this variable becomes greater than or equal to the maximum range of $a_j$ multiplied with 50% (i.e., the battery is discharged only up to the 50% of its full capacity to prolong its life time). When this happens, the final task is not executed before a battery swap, and for this reason it is assigned to set $\Omega_j'$ and the $\sum$ is initialized again to zero. In the end of this procedure, $\Omega_j'$ contains all tasks for which the battery swap started to prolong its life time (lines 3-9). In the next section, a detailed evaluation of both scheduling algorithms, as well as of the battery swap optimization algorithm is presented.

Algorithm 2 EVs Battery Swap Optimization.

Require: $e$.
1: $\forall \delta_i \in \Delta$ and $a_j \in A$, if $e_{j,i,t} = 1$ then $\Omega_j \leftarrow \Omega_j + \delta_i$
2: $\forall a_j \in A$: Sort $\Omega_j$ according to $t^*_{i,tart}$ in ascending order.
3: for all ($a_j \in A$) do
4: $\quad \text{sum} \leftarrow 0$
5: $\quad$ for all ($\delta_i \in \Omega_j$) do
6: $\quad \quad \text{sum} \leftarrow \text{sum} + \tau_i$
7: $\quad \quad$ if $\text{sum} \geq \delta_i^*_{\text{max}} \times 0.5$: $\Omega_j' \leftarrow \Omega_j' + \delta_i$ and $\text{sum} \leftarrow 0$
8: $\quad$ end for
9: $\quad$ end for
10: Return $\Omega_j'$.

VI. Evaluation

Here we evaluate our algorithms on a number of settings in order to determine their ability to handle potentially large numbers of tasks, locations, and EVs. To this end, we use real data on the locations of pick-up and drop-off points owned by ZipCar in Washington DC, USA which are available as open linked data, while the distance and duration of all trips (combinations of all locations acting as start or end points for a trip) were calculated using Google maps. Note, that Washington DC is one of the cities with the highest traffic congestion in the USA and therefore, a MoD scheme would fit perfectly in such a setting as it has the potential to reduce the congestion caused by privately owned vehicles. The evaluation of our algorithms is executed in three main parts: EXP1: The execution time and the scalability of both the optimal and the greedy algorithms, EXP2: the performance of the greedy algorithm against the optimal in terms of the average number of completed tasks, EXP3: the sensitivity analysis of the greedy algorithm and, EXP4: the efficiency of the battery swap optimization algorithm.

For EXP1, EXP2 and EXP4 all experiments were executed in the following setting: 1) One time point was selected to be equal to 15 mins, and in total 58 time points exist (i.e., equivalent to the execution of the MoD service from 7:00 to 18:00). 2) $\textit{cutoff} = 85\%$, 3) 15 EVs exist, and 4) tasks can be formulated based on one of 56 possible trips. All tasks were categorized into three groups (i.e., from suburbs to the city center, around the city center, and from the city center to suburbs), where these groups were selected based on realistic data of the expected flow of traffic within the city over the day. Start times of tasks from each group were drawn from a uniform distribution.

A. EXP1: Execution Time and Scalability

Execution time and scalability is a major factor in the usability of a given scheduling algorithm. For this reason, here, keeping all parameters but the number of tasks fixed, we measure the execution time of both the optimal and the greedy algorithms (using an Intel i7 CPU and 6 GB of RAM). Given these execution times (see Figures 1, 2), we could argue that for the optimal algorithm the execution time increases slightly over-linear, but with a rather high rate of growth, while for the greedy one, the execution time increases near-linearly with a rather low rate of growth. For example, the greedy algorithm can solve problems with 6000 tasks in under 5 seconds, while the optimal needs over 700 seconds for a setting with 200 tasks. Moreover, we have observed that for a setting with 500 tasks and 25 EVs, the average execution time of the optimal algorithm is over 4000 seconds. Thus, we argue the optimal algorithm to be usable for problems with up to a few hundred of tasks and a few tenths of EVs, while the greedy to be usable for problems with thousands of tasks and EVs. We next discuss how efficient the solutions it computes are.

B. EXP2: Completion of Tasks

Given the high execution times of the optimal algorithm, the question now comes to how close the greedy algorithm performs in terms of average task completion against the optimal. To answer this question, the greedy algorithm was evaluated against the optimal and given identical values as input. In Figures 3 and 4, a comparison between the two algorithms in terms of the number of completed tasks for various numbers of tasks and fixed number of EVs and locations is presented. Up to the number of 110 tasks, the greedy algorithm is on average at 90% of the optimal. In other words, the large difference in execution times leads to relatively small deficit in terms of performance. We next discuss the sensitivity analysis of the greedy algorithm.

C. EXP3: Sensitivity Analysis

Here we further evaluate our greedy algorithm where we vary both the number of locations and the number of EVs. In this experiment, we fix the number of tasks to be completed to 200, and vary the number of EVs as well as the number of the locations of the pick-up and drop-off points (here we use synthetic data for the locations). Given that the number of tasks to be completed remains fixed, one could expect that by increasing the number of EVs, the number of completed tasks would also increase. In the case where the number of locations remains fixed
this is indeed the case (see Figure 5). However, in the case where the number of locations increases we note an opposite trend. It is interesting to see that when 30 EVs and 9 locations exist, the number of completed tasks is actually higher compared to the case where 80 EVs and 49 locations exist. We can potentially explain this as follows: 1) as the number of locations increases, the number of EVs located at each one at \( t = 0 \), decreases and therefore, the probability of an EV being able to execute a future task starting from a given location decreases, and 2) as the number of locations increases, the number of all possible trips increases exponentially, and therefore, EVs tend to spread around too much. Thus, similarly to the previous point, the probability of an EV being able to execute a future task decreases. We next discuss the efficiency of the battery swap optimization algorithm.

D. EXP4: Battery Swap Optimization

Here, we evaluate our proposed battery swap optimization algorithm against a setting where no such optimization takes place, based on the results as presented in VI-B. In doing so, we assume all EVs to carry the same battery type, which provides them with an average range of 80 kms, and an average trip length to be approximately 10 kms. Given these data, the battery swap minimization algorithm is shown to achieve a reduction of up to 80% in the number of necessary battery swaps.

Based on these observations we can conclude that despite the fact that the optimal algorithm is practical for settings with small and medium size, while the greedy algorithm has good scalability, and performs well. This performance depends on the number of EVs, the number of pick-up and drop-off locations, and as a consequence of this, the number of all possible trips. Also, an optimization of the battery swaps is needed to reduce redundant swaps.

![Figure 1. Optimal Algorithm Execution Time (15 EVs)](image1)

![Figure 2. Greedy Algorithm Execution Time (100 EVs)](image2)

![Figure 3. Optimal vs Greedy. Number of tasks completed](image3)

**Figure 4. Greedy gap to Optimal (15 EVs)**

![Figure 5. Sensitivity of the Greedy Algorithm](image4)

**Figure 5. Sensitivity of the Greedy Algorithm**

VII. CONCLUSIONS AND FUTURE WORK

We have studied the problem of scheduling a set of shared EVs across a number of predefined pick-up and drop-off locations and we propose an MIP formulation for it, aiming to optimize (maximize) the number of completed tasks (trips undertaken across locations across a period of time). Moreover, given that this solution scales poorly, we also propose an offline close to optimal greedy algorithm, which can scale up to thousands of tasks and EVs while there is a tradeoff in terms of performance (completion of tasks). In both cases, in order to tackle with the limited range of EVs we use a simple battery swap scheme. Finally, we evaluate our algorithms in a setting partially using real data, and we observe that the greedy algorithm is on average 90% of the optimal. Future work will look into possible relocation mechanisms for the EVs, in order to further improve the task completion rates, as well as, the optimization of the initial location of the EVs.
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